
Maintaining Subgraphs in Fully Distributed Data
Streams
Rohan Garg
Purdue University, Department of Computer Science
rohang@purdue.edu

Abstract
As the number of computers increase, guarantees and algorithms for distributed computing

models become a requirement rather than a desire. Furthermore, with the new paradigm of big
data, we must adapt our distributed protocols to space and time limitations. In this paper, we give
a deterministic, distributed protocol for maintaining a β-degree bounded subgraph H of a graph
G = (V,E) in a fully distributed system where the edges of G arrive in a stream E = (e1, e2, . . . , em).
We consider adversarial streams but our algorithm can be extended to work on incidence streams.
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1 Introduction

Subgraphs are a widely used graph-theoretic concept used for many algorithms on graphs. A
subgraph H of a graph G = (V,E) is a graph on V with some subset of edges E′ ⊆ E where
the subgraph H satisfies some useful property. Often, we want the subgraph H to reduce the
size of the graph G so that we can simply work with H instead of G and gain some savings
in the space and time-complexities of our algorithms. A simple example is given a connected,
undirected graph G = (V,E) with we can use the subgraph H where H is a spanning tree
of G to have knowledge of a path from any node u to any other node v without storing all
O(|V |2) edges of G. H will have exactly (|V | − 1) edges.

In this paper, we consider a distributed computing model. In this model, we have
machines or nodes that communicate via messages. As distributed systems become more
commonplace, its important we design algorithms that function in distributed settings with
low communication overhead and fault-tolerance guarantees. Distributed algorithms are
hard to design and often harder to reason about. A distributed system designer must deal
with inherent non-determinism due to the presence of many computing nodes and different
execution traces.

On top of considering a distributed setting, we also focus on the case where the data is
given in a stream. The streaming model where input arrives in a stream and we can only use
O(polylog(n)) space has been motivated by the big data paradigm of computation in the
21st century. With software technology companies working on datasets in the size of trillions
of samples, it no longer becomes feasible to store all the data on one machine. Similarly, the
semi-streaming model for graph problems allows us O(n · polylog(n)) space. This has been
shown to be a rich area for graph streaming problems [4], [8].

1.1 Related Work
Recently, streaming settings were incorporated into the distributed computing model. In-
troduced by Cormode, the Continuous Distributed Monitoring Model (CDMM) describes
a model for computing useful functions over data streams [3]. In this model, we have k
sites S1, S2, . . . , Sk (or nodes) and one special node, C, called the coordinator node. Sites
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may not communicate with each other but all sites can communicate with the coordinator.
Other works have considered distributed, parallel streams for two parties, Alice and Bob,
and measure communication complexity to compute functions over the union of both data
streams [6]. For more on distributed data streams, see [5].

Recently, Kane et. al studied the problem of counting arbitrary subgraphs in data streams.
They give algorithms that apply to the distributed setting and also work in the turnstile
setting [7].

1.2 Problem Definition
In this paper, we consider the problem of returning a degree bounded subgraph H of a
given graph G = (V,E). The bound on the max-degree of H will be a parameter β given
to us. Additionally, the graph G will be given as a stream. We will know the vertex-set V
before-hand but the edge-set E will be given as a stream (e1, e2, . . . em).

1.3 Our Contributions
We give a protocol for the fully, distributed streaming model that computes a β-degree
bounded subgraph H of a given graph G where no node in H has degree larger than some
given parameter β. The result can be summarized by the main theorem below:

Theorem 1: The algorithm DualCommit computes a β-degree bounded subgraph in
the fully, distributed streaming model using no more than 2m messages with size O(logn) in
O(m) rounds.

2 Model

For our algorithms, we will consider the fully, distributed streaming model. We will focus
on the case of graph streaming. This model can be defined more generally to include other
forms of data streams. We’ll first describe the distributed portion of the model and then we
will describe the streaming portion and assumptions about the stream.

We will assume the commonly used CONGEST model of distributed systems. In the
CONGEST model, we have n nodes in the system. The system is fault-free, message-passing,
and asynchronous. In the asynchronous model, messages sent between machines will take a
finite but potentially arbitrarily long amount of time to reach. We assume a fully connected
underlying communication graph where edges represent bidirectional communication links.
We assume that each edge delivers messages in FIFO order. Initially, nodes are in some idle
state and a node is awakened either by the receipt of a message from another node or the
receipt of a new edge in the stream that it is an endpoint of. Each node is only responsible for
computing its part of the output. In this case, that means each node must know which edges
incident on it are in the subgraph H. The model is message-passing so nodes communicate
to each other via messages on the communication network. We assume that nodes suffer no
faults during the algorithm and that the communication network also does not fail. All nodes
have a unique identifier (UID) and that the size of each UID is no more than c log(n) bits
for some constant c. In the CONGEST model, every message is restricted to size Θ(logn).
In a closely related model called the LOCAL model, message size is unbounded.

For the streaming model, we assume that the edges of G = (V,E) arrive in a stream
E = (e1, e2, . . . , em) and on edge e = (u, v) only nodes u and v are notified of edge e. The
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stream ends with an “end-stream” token and all nodes are notified of the end of the stream.

3 The DualCommit Algorithm

In this section, we describe the DualCommit Algorithm to compute a β-degree bounded
subgraph H of a graph G = (V,E) where the edges arrive in a stream E = (e1, e2, . . . , em).

At a high level, the algorithm is rather simple. Initially, all vertices have no knowledge of
any edges. Each node will store its own degree value and maintain that its degree is never
larger than β. On the arrival of edge e = (u, v) with UIDu < UIDv, both u and v are
notified of edge e. On the arrival of the edge, only u, with the smaller UID will check its
local degree value. If degree(u) < β then u sends a commit message to v. A commit from
a vertex u to its neighbor v signifies that u is committed to discarding any other edges it
receives and will not commit to other nodes in the meantime until it receives a response from
v. In this case, the commit message itself will serve as a confirmation message. We will use a
“no” message for when a node needs to tell a node that either it is committed or its degree
is too high and it cannot handle another edge. For example, if u sends a commit message,
after some wait, v will receive that commit message. At this point, v can add edge e = (u, v)
to its set of incident edges Hv that will be in H or can respond with “no”. After u receives
v’s message, they both can go back to receiving edges and committing to other nodes. The
DualCommit Algorithm is run by each node and is given in Algorithm 1 .

I Lemma 1. The DualCommit Algorithm terminates in O(m) rounds.

Proof. There is no wait operation and so this algorithm makes progress per edge received in
the stream. On the arrival of edge e = (u, v) either one of the two endpoints is interested in
keeping the edge e or neither endpoint can keep edge e. If neither endpoint can keep the edge,
then both discard the edge and there is one less edge in the stream to handle. Lets consider
the case where exactly one endpoint is interested in keeping the edge. Say on edge e = (u, v),
deg(u) < β and so node u is interested in keeping edge e but node v is not. Then node u
will commit to node v and the stream progresses normally as is. As edges come, either node
v responds to the commit message or node u waits and discards edges and other commit
messages in the meantime. Lastly, consider the case where both endpoints are interested in
keeping the edge e = (u, v) that has just arrived. In this case, both nodes commit to each
other and so both nodes know they can safely add this edge. Again, this edge is handled
and the stream progresses. No case prevents the stream from progressing and so after all m
edges have arrived, the end-of-stream token will terminate the algorithm. J

I Lemma 2. If some edge e = (u, v) is in Hu, then it is also in Hv.

Proof. The only time an edge e = (u, v) is added to either Hu or Hv is when both nodes
have sent a commit message to each other. At this point both nodes have degree less than β.
So, both endpoints are interested in adding the edge to their respective edge-sets and both
nodes will. J
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Algorithm 1 The DualCommit Algorithm for a node u.

Result: Hu such that |Hu| ≤ β edges incident to node u in H.
Input: G = (V,E = (e1, e2, . . . , em), β ∈ {1 . . . |V | − 1};
deg(u)← 0;
committed← false;
currentMatch← NULL;
Hu ← ∅;
On: awakening input
if (end of stream token arrived) then

exit;
end
if (committed = true) then

if (edge e = (u, v) with UIDu < UIDv arrived) then
discard edge e;

end
if (commit message from v 6= currentMatch arrived) then

send “no” message to v;
end
if (“no” message from currentMatch arrived) then

discard edge e;
committed← false;
currentMatch← NULL;

end
if (“commit” message from currentMatch arrived then

Hu ← Hu ∪ {u, v};
deg(u)← deg(u) + 1:
committed← false;
currentMatch← NULL;

end
else

if (edge e = (u, v) with UIDu < UIDv arrived) then
if ((deg(u) < β)) then

u sends “commit” message to v;
committed← true;
currentMatch← v;

end
end
if (commit message from v arrived) then

if ((deg(u) < β)) then
u sends “commit” message to v;
Hu ← Hu ∪ {u, v};
deg(u)← deg(u) + 1:

end
end

end

I Lemma 3. There does not exist a node u such that |Hu| > β.

Proof. The edge-set of a particular node u, Hu, is only made larger when deg(u) < β. In
particular, the algorithm maintains this lemma as an invariant throughout its execution. J
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I Lemma 4. The DualCommit algorithm uses no more than 2m messages.

Proof. If node u with smaller UID cannot accept an edge, then it will simply discard the edge.
This results in no messages sent. If node u with smaller UID can accept an edge e = (u, v),
then either v will respond with a “no” message or a confirmatory “commit” message. Either
way, this will result in two messages sent. Thus, the algorithm sends at most two messages
per edge and so the total number of messages sent is ≤ 2m. J

I Lemma 5. The message size is bounded by O(logn).

Proof. The message needs to carry at most the UID of the sender, UID of the recipient, a
bit for the “no” value, and a bit for the “commit” value. This is bounded by O(logn). J

4 Conclusions and Future Works

In this paper, we presented a deterministic distributed protocol for computing a β-degree
bounded subgraph in a fully, distributed streaming model. This algorithm is a stepping stone
towards computing more complex subgraphs with desirable properties. We suspect that the
( 2

3 − ε)-approximate matching algorithm in random order streams of Bernstein et. al [2] can
be extended to this fully distributed streaming model with some communication overhead.

Recently it was shown that we can do better than 2
3 -approximate matching in random

order streams by Assadi et. al. [1]. Seeing if this algorithm, amongst many other streaming
algorithms, can be simulated/implemented in this fully distributed streaming setting is
an open work. We made strong assumptions about the system being fault free and the
underlying communication network being fully connected. Can crash-tolerant, Byzantine
fault-tolerant, etc. distributed protocols be designed for this algorithm? Additionally, even
though we show that the resulting subgraph is a β-degree bounded subgraph, we cannot
make any lower bound claims on each node’s incident edge set. If we switch to a synchronous
model of computation or make different assumptions, can we make better guarantees?
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